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ABSTRACT
For a distributed last-level cache (LLC) in a large multicore chip,

the access time to one LLC bank can significantly differ from that to

another due to the difference in physical distance. In this paper, we

successfully demonstrate a new distance-based side-channel attack

by timing the AES decryption operation and extracting part of an

AES secret key on an Intel Knights Landing CPU. We introduce

several techniques to overcome the challenges of the attack, includ-

ing the use of multiple attack threads to ensure LLC hits, to detect

vulnerable memory locations, and to obtain fine-grained timing of

the victim operations. While operating as a covert channel, this

attack can reach a bandwidth of 205 KBPS with an error rate of only

0.02%. We also observed that the side-channel attack can extract 4

bytes of an AES key with 100% accuracy with only 4000 trial rounds

of encryption.
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1 INTRODUCTION
The ever-shrinking feature size in CMOS process technology has

enabled the integration of a large number of cores and caches onto

a single chip [11, 31]. Large-scale multicores are equipped with a

large last-level cache (LLC) to alleviate expensive off-chip accesses.

As an example, AMD Ryzen comes with a 256 MB LLC whereas

Intel Xeon Phi 7200 series has a 36 MB LLC [1, 3]. Such an LLC

is distributed over multiple banks connected through a network-

on-chip (NoC) to reduce access latency and improve core isolation,

referred to as a Non-Uniform Cache Access (NUCA) architecture.

With a distributed LLC, memory-level parallelism is improved by

allowing concurrent requests to different banks. However, on the

negative side, access latency to different banks may vary depending

on the distance from the requesting core as seen in Figure 1. In this
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paper, we set out to investigate whether this latency difference can

lead to security vulnerabilities in large-scale multicore machines.

When it comes to security vulnerabilities related to caches, side-

channel attacks are the most notorious ones. Numerous cache

side-channel attacks [5, 12, 39, 47, 53, 54, 57, 62, 67] were dis-

covered and shown to be significant threats to data security, es-

pecially during the past few years. The most common form of

cache side-channel attacks involves timing the cache access la-

tency which depends on the state of the target cache lines. Take

Flush+Reload [24, 26, 34, 68, 73, 74, 77] for example. The attacker

tries to observe the target shared lines being accessed by the victim

program, by detecting whether reloading the line incurs a cache hit

or miss. Most existing cache-based side-channel attacks exploit the

timing difference caused by cache states. Numerous defense tech-

niques [22, 30, 33, 40, 43, 46, 58] have been proposed to eliminate

such timing differences. Furthermore, most of the existing cache

side-channel attacks have not been demonstrated or explored in

Non-Uniform Cache Access (NUCA) architecture. Recently, Dai et

al. [17] showed how network contention in NUCA architecture can

be utilized to create timing differences and subsequently, a covert

and side-channel. As we see more and more large-scale proces-

sor chips [2, 3, 7, 18, 38, 51, 66], attackers will turn their attention

to similar attacks which have the potential to circumvent prior

defenses. However, as these multicore chips scale up, contention-

based NUCA attacks will become more difficult due to noises in

the on-chip communication. In this paper, we showed that under

such circumstances, there is still a possibility of a new side-channel

attack in large-scale multicore chips that rely on physical distances

in cache banks as opposed to network contention.

In this paper, we demonstrate a novel distance-based side-channel

attack in large-scale NUCA architecture that may exist even when

other cache-based side-channel attacks have been rendered ineffec-

tive. As a simplified case, let us consider Algorithm 1. It shows the

pseudo-code of a side-channel attack that relies on physical distance

in a NUCA machine. In this example, an address is determined by

the victim according to a specific bit of a secret. The address can be

mapped to the LLC bank of the nearest core when the bit is 0, or

the farthest core when the bit is 1. Therefore, by timing the access

latency, an attacker can infer the secret bit.

To further illustrate this scenario, Figure 1 shows access latency

to the same address from different cores. We collected these la-

tency numbers from the Intel Xeon Phi 7290 CPU. This CPU model

belongs to Intel’s Knights Landings line and has a multicore archi-

tecture with at least 64 cores (the CPU we tested has 72 cores). The
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Figure 1: LLC hit time measured in cycles when accessing the
same physical address (0x1000000000) from different cores
(core 0 to 71) in the Intel Xeon Phi 7290 CPU. The latency
numbers are averaged over 10,000 samples.

figure shows that the LLC hit latency for the same address has a

range between 280–350 cycles, and this pattern is generally stable

across cores. If an attacker can measure the access latency in the

victim code (as shown in Algorithm 1), he/she will be able to guess

the secret bit by telling whether the addresses fall into a near or far

LLC bank. We refer to this as NUCA distance-based side-channel.

We demonstrate this side-channel in Intel Xeon Phi 7290 using

AES code. We have addressed two major technical challenges for

this attack, namely (i) the overlapping of memory accesses to LLC

banks, and (ii) the difficulty of timing AES operations. To address

these challenges, we have employed different techniques. We have

used AdaBoost [29] model to differentiate between favorable and

unfavorable cases in the presence of overlapping LLC accesses.

With multiple samples and majority voting, we get 100% confidence

in predicting the vulnerable access pattern as described in §6.3.2.

To efficiently time only the region of interest within the decryption

function, we have utilized multiple attack threads and time part of

the AES decryption operation. Our proof-of-concept (PoC) attack

code can accurately extract 4 bytes of any AES key with 4,000 de-

cryption trials using a sequence of random plaintexts. We disclosed

this vulnerability to Intel Product Incident Response Team (PSIRT).

The team subsequently confirmed this vulnerability.

It should be noted that our attack is different from prior attacks.

For example, in the case of Prime+Probe and Dai et al., because the

attacks depend on sharing resources, the attack can be mitigated

by partitioning or clustering the resources. Dai et al. can also be

mitigated through software defenses by exploiting specific sched-

uling patterns in NoC routers. However, NUCA distance-based

side-channel attacks cannot be completely mitigated by partition-

ing or clustering as long as the attacker is able to time the victim.

The success of the attack depends on the capability of the attacker

to time the victim, not the sharing of resources.

For responsible disclosure, we have revealed the attack details

and provided the PoC attack code to Intel and received acknowl-

edgment from them.

In summary, we make the following contributions:

• We demonstrated a new distance-based side-channel attack

on NUCA architecture on an Intel Knights Landing CPU

against a vulnerable AES implementation. The proof-of-the-

concept code can accurately extract the 4 bytes of the AES

Algorithm 1: Pseudo code of a victim function which is

vulnerable to a side-channel based on the difference of LLC

access time due to distance.

Input: BitMask

Data: Secret
1 if (Secret & BitMask) == 1 then
2 𝐴𝑑𝑑𝑟 =𝐴𝑑𝑑𝑟𝑁𝑒𝑎𝑟 mapped to the LLC bank of the nearest core;

3 else
4 𝐴𝑑𝑑𝑟 =𝐴𝑑𝑑𝑟𝐹𝑎𝑟 mapped to the LLC bank of the farthest core;

5 Load(𝐴𝑑𝑑𝑟 );

key with only 4,000 decryption trials using a sequence of

random plaintexts.

• We identified and addressed two technical challenges to per-

forming a robust NUCA distance-based side-channel attack.

• We have developed several techniques including the use of

a machine learning model to classify latency that consists

of multiple cache accesses, use of a separate timing thread

for fine-grained timing of the victim operations, and use of a

remote thread to force L1D misses but LLC hits for the target

cachelines.

The rest of the paper is organized as follows: §2 explains The

necessary background of NUCA architecture, different cache side-

channel attacks, AES algorithm; §3 explains the details of the target

architecture; §4 explains the assumptions for the attack model; §5

gives detailed examples of attacks in a microarchitectural simulator

and a real machine and shows other vulnerable algorithms; §6

shows different experiments to prove our claims; Finally, we discuss

some possible defenses in §7.

2 BACKGROUND & RELATEDWORKS
In this section, we describe the background of non-uniform cache

access (NUCA) architecture, cache-based side-channel attacks, and

NoC-based side-channel attacks.

2.1 Non-Uniform Cache Access Architecture
The Non-Uniform Cache Access (NUCA) Architecture is designed

to reduce the memory access time by increasing the cache capac-

ity and thus increasing the cache hit rate [1, 36, 52]. However, as

the bandwidth and the number of ports are limited for individual

physical cache banks, multicore processor chips adopt the design

of having physically separated banks for shared last-level caches

(LLC), which are interconnected with network-on-chip (NoC). As a

result, cache access latency to different cache banks in a NUCA ar-

chitecture shows disparity [41], as the memory operations involve

network protocols and messaging within NoC.

In this paper, we particularly focus on the Mesh-based intercon-

nect topology of the Skylake-SP and Skylake-X processors of Intel,

which have 28 cores [51] as shown in Figure 2, and AMD’s 32-core

EPYC processors [60]. These processors use a different NoC design

as the traditional ring-based architecture of Intel processors, and

thus exhibit completely different access latency patterns from prior

Intel processors.

2.2 Cache Side-channel Attacks
Existing cache side-channel attacks exploit the fact that the internal

states of CPU caches, including TLB occupancy, cache eviction,
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(b) Intel Skylake Mesh Network.

Figure 2: NUCA Architecture in Intel’s Skylake system. In
the architectural diagram (b), each cache block consists of
private L1, L2 and a shared L3/LLC bank.

cache replacement states, and memory controller buffers can be

observed in the microarchitecture [21, 54, 71, 72]. The attackers

that use these side channels often time the latency of memory

operations after the victims have accessed the TLB or the cache,

and then use the information to infer the behaviors of the victims

or even the secrets inside the victim programs.

For a side channel, the sender (or the “victim”) and the receiver

(or the “attacker”) use the observable states of a system to encode

and decode the information that they intend to communicate. Such

communication typically requires a certain level of synchronization,

especially if the sender and the receiver are communicating more

than one bit. Synchronization is required between the sender send-

ing the information by affecting the states of the system, and the

receiver receiving the information by detecting the state changes

and decoding the information. Between each bit being transmitted

with the side channel, the participants also need to reset/refresh

the state of the system because the receiver cannot distinguish the

state changes caused by transmitting multiple bits from the sender.

Below, we explain some of the existing cache side-channel attack

techniques, and how they transmit information:

• Prime+Probe [5, 12, 39, 47, 53, 54, 57, 62, 67]: This attack
exploits the observable eviction in the shared cache when

CPU needs to replace one of the attacker’s cache lines with

the cache line of the victim. To ensure the observable eviction,

the attacker needs to first prime part of or the entirety of the

cache, so that cache replacement will occur on one of the

attacker’s cache lines.

• Flush+Reload [24, 26, 34, 68, 73, 74, 77]: This attack

depends on the attacker and the victim sharing the same

data in the memory, and thus when the CPU brings the data

into the cache for the victim, the attacker can access the

same cache line afterward. Given that the cache line may be

previously brought in for the attacker, the attacker will use

instructions like CLFLUSH to remove the cache line prior to

the potential operations in the victim. The sharing of data

between the attacker and the victim can be a result of shared

libraries or physical memory deduplication.

• Evict+Reload: Similar to Flush+Reload, Evict+Reload de-

pends on the attacker and the victim sharing the same cache

lines. The only difference is that the attacker first performs

multiple memory accesses to evict the target cache line, in-

stead of flushing the cache line using CLFLUSH. This tech-

nique is useful when CLFLUSH is not available on the specific

architecture.

• Flush+Flush [23]: Flush+Flush also depends on the attacker
and the victim sharing the cache line within the CPU, yet

it exploits the difference of access latency due to the cache

coherence protocol. In Flush+Flush, the attacker times the

CLFLUSH instruction, aside from using it as a measure of

resetting the cache states. If the target cache line was never

accessed by a remote CPU core and thus was never brought

into another private cache, the access latency will be much

lower than that of the scenario in which the cache line is

held in another private cache.

The mitigations of these side-channel attacks are mostly based

on two approaches. The first approach prevents the attackers from

observing the information decoded inside the timing of cache oper-

ations, such as adding extra latency to cache access [19, 75]. The

second approach prevents the attacker and the victim from shar-

ing resources such as the last-level cache and thus eliminates the

medium which they can use for communication [42, 43, 46, 69].

2.3 Other NoC-based Side-Channel Attacks
In NUCA architecture, NoC has been used by attackers to detect

the access latency after the eviction or while fetching cache lines,

similar to Prime+Probe [59]. In order tomitigate such a side channel,

prior work [59] proposes obfuscating the NoC access patterns by

swapping routing algorithms when the attack is suspected.

Another type of explored side channels in NoC is the exploitation

of NoC and cache contention, especially in a Ring interconnect

topology [55]. These side channels exploit the interference of NoC

traffics, and thus can be mitigated by isolating the network traffics

of different processes or CPU cores [70].

2.4 Comparison with Existing Attacks
To show the difference between our NUCA distance-based side-

channel attack and the existing cache side-channel attack (we use

Prime+Probe [57] as an example) and NoC-based attack described

(Dai et al. [17] as an example), we compare these attacks accord-

ing to their attack models, attack assumptions, and the possible

defenses.

Attack Models: The main difference between these attacks is

in the way the sender (the “victim”) transmits information to the

receiver (the “attacker”). The cache side-channel attacks such as

Prime+Probe primarily transmit information by evicting or pop-

ulating specific cache lines. For the NOC attack by Dai et al., the

information is transmitted through the interference of traffic on

the shared NoC rings inside a ring-based Mesh interconnect. On

the other hand, our attack does not transmit information through

changes of cache states or interference, but rather through directly

timing the memory access operations inside the victim to infer

the secret from the difference in cache latency. This difference is
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fundamental to how this attack is performed as well as the possible

defense to the attack.

Attack Assumptions: For the existing cache side channels

(e.g., Prime+Probe), the attacker and the victim needs to share

certain resources and as a result, causing the victim’s behavior to

be observable by the attacker. The NoC attack by Dai et al. requires

the attacker to interfere with the traffic of the victim. Our NUCA

attack does not require any contention or interference, but does

require the attacker to be able to time the victim operations directly.

In addition, we show that, end-to-end latency of victim operations

can be too coarse-grained for the attacker to infer the victim’s

secret accurately, so the attack will require fine-grained timing

information about the latency of individual memory access or at

least groups of memory access. This is one of the important hurdles

that the attacker needs to clear in order to exploit this side channel.

Possible Defenses: The existing cache side channels are typi-
cally mitigated by either un-sharing the resources or obfuscating

the timing in the CPU cache. For the NoC attack by Dai et al., inter-

ference of NoC traffic can be mitigated by changing the scheduling

policies within the NoC or isolating the NoC channels between the

attacker and the victim. For our NUCA attack, the only effective

way is to block the attacker from observing any meaningful pat-

terns in the timing of the victim operations. Along the same line

of thinking, oblivious RAM (ORAM) [65] can be used to remove

the access patterns completely, and thus can be used to mitigate all

three attacks simultaneously.

2.5 Advanced Encryption Standard (AES)
Advanced Encryption Standard (AES) is a block cipher that is widely

used. This was initially proposed in 1997 and later adopted as the

standard by the National Institute of Standards and Testing [16].

Some ISAs started including modified instructions in their instruc-

tion sets to accommodate AES operations [25].

AES can have 128-bit, 192-bit, or 256-bit keys and can comprise

of 10 rounds, 12 rounds, or 14 rounds of encryption/decryption

respectively. Each round can be broken into different steps. These

include -

(1) KeyExpansion - Different keys used in each round are calcu-

lated from the original cipher key using the predetermined

AES Key Schedule

(2) AddRoundKey - During this step, Round Key is XOR’ed with

the current state

(3) SubBytes - A lookup table is used to nonlinearly substitute

each byte with some specific values

(4) ShiftRows - Last three rows of the state are shifted cyclically

(5) MixColumns - Mixing operation that combines four bytes

in each column

In the first round the KeyExpansion and AddRoundKey steps are

performed. In the next consecutive 9, 11, or 13 rounds (based on the

number of bits in the cipher key), SubByte, ShiftRow, MixColumn

and AddRoundKey steps are done. In the final round, only the

SubByte, ShiftRow and AddRoundKey operations are executed. In

our attack, we target the last round of decryption.

3 TARGET ARCHITECTURE DETAILS
In this section, we explain the architectural details of the target

architecture that we have used to implement the attack. We also dis-

cuss how this makes other architectures vulnerable as well. The In-

tel Xeon Phi 7290 is based on the Intel Knights Landing family

that was launched in 2016. Many HPC servers and cloud providers

are still using Knights Landing processors in high performance

computing including Cori [18] from National Energy Research Sci-

entific Computing Center, Stampede-2 [64] from the University

of Texas, Trinity [48] from Oak Ridge National Laboratory or Nu-

rion [38] from Korea Institute of Science & Technology Information.

However, the principle that is exploited in this attack, the latency

difference due to mesh on chip network, is carried into current and

future generations of Intel Skylake-SP [51], Cascade Lake [7] and

even newer processors.

3.1 Memory Configuration
3.1.1 MCDRAM Configuration. To accommodate computationally

intensive programs, Intel Knights Landing series processor started

including high bandwidth on-package memory in the form of Multi

Channel DRAM (MCDRAM). MCDRAM is a high bandwidth mem-

ory that supports multiple channels at the same time. Even though

this memory is physically located within the same package, it is

situated on a separate piece of silicon die. In Intel Xeon Phi 7290 we

have 16Gb of MCDRAM on-package. We have three different mem-

ory modes depending on the usage of the MCDRAM. These three

modes are -

(1) Cache Mode - MCDRAM used only as shared Cache mem-

ory 100% cache, 0% memory

(2) Flat Mode - MCDRAM used as 100% memory and 0% cache.

No separate DDR memory is required.

(3) Hybrid Mode - MCDRAM is used as 25%/50% cache and

the rest is used as memory.

In our experiments, we have used the MCDRAM in flat modes,

however, this can be extended to any memory mode. The flat mode

configuration of the MCDRAM uses L2 Cache as the last level cache.

Since the attack depends on different L2 hit latencies, having more

levels of cache would impact its feasibility. Therefore, we chose

the flat mode configuration to simplify the experiment. However

if we choose other modes, it will require careful calibration of la-

tency thresholds. We leave the exploration of our attack in different

memory modes for future works.

3.2 LLC Organization
The CPU has a floorplan shown as Figure 3, where its 72 physical

cores. (or 288 physical threads with hyperthreading) are distributed

across 38 tiles [32, 63]. It is known that not all tiles have active

physical cores on them, and the physical CPU IDs—the IDs which

are typically obtained through the Advanced Configuration and

Power Interface (ACPI) and are recognized by OS—are arbitrarily

assigned to a tile in an order which tends to alternate between the

four quadrants. For our attack, we do not need to explicitly know

the tiles mapping, however this is obtainable using methods shown

in previous works [32].
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3.2.1 MESIF Coherence Protocol. The CPU employs a directory-

based cache coherence mechanism using the MESIF protocol [20]

with a distributed directory system. Each tile includes a Caching/Home

Agent (CHA) in charge of a portion of the directory. Two CPUs

sharing the same tile use the same CHA and LLC. However, each

CPU has its own private L1 cache. Since, Intel Xeon Phi 7290 is

configured in flat memory mode, L2 acts as the private (but shared

among two cores on same tile) last level cache.

3.2.2 Resolving a LLC Request. Each time a core requests a cache

line due to an L1 miss, a corresponding CHA (distributed tag di-

rectory) is queried based on the line address. If the cache line is

present in the LLC bank of a tile, the CHA will instruct the tile

to forward the data to the requester. Thus, two sources of latency

contribute to the difference in LLC hit times - one due to difference

in distance to the CHA location, and the other due to difference in

distance to the forwarding tile. Even if two cache lines reside in the

same forwarding tile, their LLC hit times can differ if two different

CHAs handle the cache lines.

3.2.3 Clustering Mode. There are different clustering modes of

the Intel Xeon Phi 7290 including All-to-All, Quadrant Clustering

and Sub NUMA Clustering (SNC) modes.

(1) All-to-All In this mode, the overall address space is uni-

formly distributed using the hash function across all the

tiles. So, an LLC request originating from any tile can have

the required CHA in any of the other tiles. There are also no

restrictions on which memory controller can access which

set of tiles.

(2) Quadrant/Hemisphere In this mode, the memory request

may originate from any tile. However, the tag directorymust
be located in the same quadrant/hemisphere of the memory

controller. There exists a single address space shared across

all the memory channels.

(3) Sub NUMA Cluster (SNC-2/SNC-4) This mode converts

the processor to a 4 nodeNUMA(SNC-4) or 2 nodeNUMA(SNC-

2) configuration. Each cluster has its address space inter-

leaved within the quadrant (in SNC-4) or the hemisphere (in

SNC-2). Memory request originating from the same cluster

is served by the tag directory, memory controller within the

same quadrant/ hemisphere. NUMA aware software can use

this mode where each thread is pinned to a specific hemi-

sphere(2)/quadrant(4).

We configure to an All-to-All cluster mode where a request can

traverse the entire mesh to contact the tag directory, then forward

it to the proper memory controller to fetch the required cache

line. Both Quadrant/Hemisphere and SNC-2/SNC-4 exhibit lower

differences in LLCHit latencies between the nearest and the farthest

nodes than the All-to-All mode. Quadrant/Hemisphere mode has

lower difference because Tag Directory (TD) should be co-located

in the same quadrant/hemisphere of the requestor, limiting the

distance needed to travel by the request. On the other hand, SNC-

2/SNC-4 mode shows even lower difference because the address

space is limited within the cluster. That is why, we choose All-
to-All mode. Both the cluster mode, and MCDRAM configuration

can be obtained by using numactl application without any root
privileges.

4 ASSUMPTIONS & THREAT MODEL
In this paper, we assume that the attacker’s target is a NUCA ar-

chitecture with a multi-hop mesh interconnection network. The

attacker can identify vulnerable access patterns either through

profiling, if they do not have access to the source code, or by recog-

nizing it within the source code itself. Unlike other side-channel

attacks based on contention within the NUCA architecture, the

distance-based attack requires measuring the execution time of the

victim functions that are known to access data in different cache

banks in NUCA.

Attacker needs to know hardware configurations such as CPU

Model Number, Cache Hierarchy and, MCDRAM configuration, and

Clustering Mode. Note that all of these can be obtained from /sys,
/proc and numactl without root privileges. The attacker can time

the sensitive operations in the victim program by interacting with

the victim, such as exchanging messages through the network or

inter-process communication (IPC), detecting changes in shared

variables, or exploiting other side-channels. In case of attacks using

a shared variable, the attacker needs read permission on the shared

variable through some libraries (like shared AES library) similar to

previous attacks [13, 23, 71, 72, 74].

Restrictive defense mechanisms like not allowing hyperthread-

ing of processes of different security domains can be assumed [49,

76]. However, attacker needs to be able to launch threads to dif-

ferent physical cores other than the victim’s core. For the covert

channel, we assume that the attacker (spy) and the victim process

are strictly cooperating, so there is no need for a separate timer

thread, rather the attacker is allowed to read timestamps directly by

the victim process. For the side-channel, we assume that attacker
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do not have the permission to insert RDTSC or any other timing

mechanism to directly monitor the victim process.

The attackers may or may not have access to an accurate timing

function like RDTSC, but they can use alternatives such as counting

threads. It is also assumed that the attacker does not possess root

privileges. The hardware and the OS are assumed to be correct and

trusted by the victim program.

5 IMPLEMENTATION
In this section, we describe the setup and steps for exploiting a

NUCA distance-based side-channel. First, we show the attack on

a simulated machine using the Gem5 simulator [9]. We did this to

demonstrate the attack in a strictly controlled environment where

it is easier to show the main components of an attack. Then, we

demonstrate the attack example using the AES decryption function

in a real machine. The attack is demonstrated on an Intel Xeon Phi

7290 CPU.

5.1 A NUCA Distance-based Side-channel in a
Simulated Machine

To demonstrate the attack, we first explain it using a simulated

machine in Gem5 [9]. To perform the attack, we need to identify

two addresses that have a significant difference in LLC hit times.

To accomplish this objective, we configure an 8x8 tiled architecture
with 64 tiles. Each tile contains a core, a private L1I and L1D cache,

and a shared LLC (L2) bank. The size of a cache line is 64B. Each

L1D is a 2-way associative 4kB cache. Each LLC bank is an 8-way

associative 2MB cache. 64 tiles are connected using an 8 × 8 mesh

network. With this configuration, both the L1D cache and LLC

use the bit[10:6] of the physical address for indexing. LLC bank is

selected using bit[12:6] of the physical address.

An example attack code is shown in Figure 5. Before performing

the attack, we allocate a large array (line 1 in Figure 5) and start

accessing all cache lines belonging to the array (line 12-13). At the

end of those accesses, we can infer that the initial entries of L1D

cache will be evicted but they will still reside in LLC. This step is

similar to priming the cache as used in prior cache side-channel

attacks [54]. Next, we need a victim function that accesses two

addresses (depending on the secret) such that the addresses reside

in two different LLC banks.

For determining which addresses would be useful for the vic-

tim function, we analyze the LLC hit latency for all the entries of

the array indexed from 0 to 511*64. We found that the entry at

the index 117*64 and 118*64 are mapped to the virtual address

0x4c7fc0 and 0x4c8000, accordingly. These virtual addresses are
mapped to the physical addresses 0xc6fc0 and 0xc7000, respec-
tively. Using the LLC bank selection bits, we can verify that entry at

index 117*64 (virtual address 0x4c7fc0, physical address 0xc6fc0)
is mapped to bank 63. On the other hand, the entry at index 118*64

is mapped to bank 0. With this mapping, we make sure that the

victim function accesses either index 117*64 or 118*64 depending

on the secret (Lines 5-6). As a result, when an attacker times the

victim function (Lines 16-18), he/she can infer the secret one bit at

a time by comparing the access latency with the access latency of

bank 63 (or 0).

In this run, we have the attacking code running one of the 64

cores and the rest of the cores are running instances of Rodinia

v3 [14] benchmark applications. This was done to make sure the

attack is noise resilient. From Figure 4, we can clearly see that in

the case of the green area (i.e. secret bit 0), the round trip latency

of the load is mostly very high (95+ cycles). On the other hand

when the secret bit is 1, we have round trip latency that is very low

(around 40 cycles). In this way, by observing this round trip latency,

the attacker can infer the secret successfully with high accuracy

(>95%).

5.2 Attack on Intel Xeon Phi 7290
In this subsection, we describe the proof-of-concept (POC) imple-

mentation of our attack on the Intel Xeon Phi 7290 machine. To

realize this attack, we need to identify Far– and Near– tile accesses

and separate them. Moreover, we need to ensure LLC hits while

having L1D misses.

5.2.1 Identifying Far- and Near-Tile Accesses. To perform the attack,

the attacker needs to identify addresses that are mapped to the

CHA on a far tile or a near tile. To do that we use a strategy, called

Execute and Profile. This strategy has two steps. First, it requires

an attacker process to execute on the same tile (not necessarily the

same physical core or thread) with the victim program. The attacker

process then allocates a certain amount of virtual memory and

accesses it. The attacker process uses a helper thread that accesses

the addresses first to bring them to the LLC. The CPU tile of this

LLC acts as the forwarding tile. When another thread of the attacker

process accesses those addresses, LLC hits occur. Depending on the

distance of the CHA associated with an address, different addresses

have different LLC hit times. The attacker process profiles the hit

times of different virtual addresses. Based on the LLC hit times,

the attacker can identify two sets of virtual addresses - one that

is mapped to the far tile’s CHA and one that is mapped to the

near tile’s CHA. Let us denote these two sets as VA
far

and VAnear

respectively.

5.2.2 Ensuring L1D Miss and LLC Hit. The attack also requires the

accessed data to be a miss in L1D but a remote hit in LLC. If the

access is an L1D hit or an LLC Miss, the latency will not depend

on the distance in the NoC. Also, if the access is a hit in the local

LLC, no communication with the CHA will happen. We guarantee

the above scenario using two strategies: First, to ensure a remote

LLC hit, the attacker can run on a separate core before the victim to

load the target cachelines into a remote LLC. Once the cachelines

are loaded, other cores will continue to forward from the same LLC

slice upon L1D misses. Second, the attacker can either prime the

L1D cache of the victim by running a thread on the victim core, or

invalidating the L1D cache of the victim core using instructions

like PREFETCHW. The latter is easier since the attacker is already
running a thread on another core to keep the presence in LLC.

5.2.3 Attack Target. Our attack requires two elements in the attack

target: (1) An operation that accesses various cache locations de-

pending on the secret. Here, we use an SSH engine which uses the

vulnerable T-table implementation to decrypt incoming ciphertexts.

(2) A fine-grained timing channel that allows the attacker’s timing

thread to measure part of the vulnerable function instead of the
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Figure 4: Round trip latency obtained from POC attack on a simulated machine. Green Region represents cases when the secret
bit is 0, white region represents cases when the secret bit is 1. Blue Cross (x) represent data predicted to be bit 0 and red cross (x)
represent data predicted to be bit 1. We have >=95% accuracy with other cores running Rodinia benchmark [14] applications

.

1 u i n t 8 _ t a r r [ 512 ∗ 6 4 ] , s e c r e t = 1 2 3 ;

2

3 vo id v i c t im ( uns igned i n t mask ) {

4 u i n t 8 _ t s = s e c r e t & mask ;

5 i f ( s == 0 ) s ^= a r r [ 117 ∗ 6 4 ] ; / / LLC bank 63

6 e l s e s ^= a r r [ 118 ∗ 6 4 ] ; / / LLC bank 0

7 }

8 i n t main ( ) {

9 uns igned long t1 , t2 , junk , mast = 1 ;

10 f o r ( i n t i = 0 ; i < 8 ; i ++ , mask <<= 1 ) {

11 / / Br ing a r r [ 1 1 7 ] and a r r [ 1 1 8 ] to LLC

12 f o r ( i n t j = 0 ; j < 5 1 2 ; j ++)

13 junk ^= a r r [ j ∗ 6 4 ] ;

14 _mm_mfence ( ) ;

15 / / Time the v i c t im f un c t i o n

16 t 1 = __ r d t s c p (& junk ) ;

17 v i c t im ( mask ) ;

18 t 2 = __ r d t s c p (& junk ) − t 1 ;

19 / / I f the b i t i s 0 , the l a t e n c y > 100

20 p r i n t f ( " BIT [%d ] : %d \ n " , i , t 2 > 100? 0 : 1 ) ;

21 }

22 }

Figure 5: An example attack code to leak a secret. The secret
data is accessed inside the victim function.

whole function. Here, we assume that the attacker has access to

a shared out variable with the AES engine, while the rest of the

AES engine is isolated from the attacker (so the attacker has no

access to the secret key directly). This scenario is possible if the

attacker and the AES engine reside in two separate processes but

use System V shared memory to share the in and out buffers for
decryption, or if the attacker is isolated from the AES engine in the

same process using Intel MPK [15] or ARM Memory Domains [45]

except for the in and out buffers.

5.2.4 An Attack Example with AES. The traditional AES implemen-

tation uses a number of transformation tables, known as T tables,

to represent the computation and permutation of individual bytes

during multiple rounds (9 rounds for AES-128, 11 rounds for AES-

192, or 13 rounds for AES-256). These T tables have been the targets

of exploitation on multiple side-channel attacks to leak the AES

secret keys [8, 10, 27, 35]. We show a simplified version of the AES

decryption code in Figure 7. Since AES is a block cipher, in each

invocation, the AES_decrypt function will take a block of 128 bits

as the input and decrypt it using the round key. AES_decrypt and

AES_encrypt have very similar structures, except that they use

two different sets of T tables, Td0–Td4 and Te0–Te4, respectively,
and that AES_decrypt has an extra round that uses only Td4 at the
end of decryption. Generally, the last round of AES_decrypt has

been targeted by cache side-channel attacks because, in the last

round, four elements of Td4 and one element (four bytes) of the

private key are XORed to produce the four bytes of the plaintext.

For example, Line 26 - 31 does the following:

s0 = Td4[A] ∧ Td4[B] ∧ Td4[C] ∧ Td4[D] ∧ rk[1]

PUTU32(out,s0)

where A, B, C, and D are indices of Td4. If the attacker knows

the plaintext and Td4 values used, then the four bytes of the private

key (i.e., rk[1]) can be derived by XORing them. The key challenge

is to determine which Td4 values are used here.

The NUCA distance-based side-channel attack on AES is differ-

ent from the FLUSH+RELOAD and similar attacks since it cannot

infer exactly which cache line is accessed and brought into the

cache by examining the cache contents. Instead, the attacker can

only time the victim function, AES_decrypt, and use the latency

to extract the bits inside the key. Specifically, this attack faces

two major challenges: (1) Overlapping of multiple cache loads:
An out-of-order CPU can issue multiple load instructions into the

pipeline, and send multiple requests to the Load Store Queue (LSQ).

Although the Total Store Ordering (TSO) model of most Intel CPUs

forbids reordering of the load requests, requests can still be sent

while the prior requests await responses. As a result, the latency of

multiple load instructions without mutual dependency can overlap,

and thus, the highest latency of individual loads will dominate the

overall latency. (2) Timing difficulty with multiple decryption
rounds: From the attacker’s point of view, it is difficult to time the

last round of decryption where only elements of Td4 and the lower

4 bytes of the key are accessed. This is because timing the entire

AES_decrypt function will include the time of earlier rounds of

decryption making it impossible to determine how much time it

takes only to access Td4 entries.
To overcome the challenges, we formulate the attack as follows:

The Attacker runs two threads – thread 1 runs a loop on the same
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Figure 6: A step-by-step illustration of how an attacker can launch a NUCA distance-based side-channel attack on an AES code.
The left side shows the setup assumed in the attack scenario.

1 static const u32 Td0 [256] = ...;

2 static const u32 Td1 [256] = ...;

3 static const u32 Td2 [256] = ...;

4 static const u32 Td3 [256] = ...;

5 static const u8 Td4 [256] = {

6 0x52U , 0x09U , 0x6aU , 0xd5U , 0x30U , 0x36U , 0xa5U , 0x38U ,

7 0xbfU , 0x40U , 0xa3U , 0x9eU , 0x81U , 0xf3U , 0xd7U , 0xfbU ,

8 ...

9 };

10

11 void AES_decrypt(u32 *in, u32 *out , u32 *rd_key) {

12 u32 s0, s1, s2, s3, t0, t1, t2, t3;

13 s0 = in[0] ^ rk[0];

14 s1 = in[1] ^ rk[1];

15 s2 = in[2] ^ rk[2];

16 s3 = in[3] ^ rk[3];

17 ...

18 /* The last round */

19 s0 =

20 ((u32)Td4[(t0 >> 24) ] << 24) ^

21 ((u32)Td4[(t3 >> 16) & 0xff] << 16) ^

22 ((u32)Td4[(t2 >> 8) & 0xff] << 8) ^

23 ((u32)Td4[(t1 ) & 0xff]) ^

24 rk[0];

25 PUTU32(out , s0);

26 s1 =

27 ((u32)Td4[(t1 >> 24) ] << 24) ^

28 ((u32)Td4[(t0 >> 16) & 0xff] << 16) ^

29 ((u32)Td4[(t3 >> 8) & 0xff] << 8) ^

30 ((u32)Td4[(t2 ) & 0xff]) ^

31 rk[1];

32 PUTU32(out + 4, s1);

33 ...

34 }

Figure 7: The vulnerable, fully unrolled (i.e., non-iterative)
code for AES decryption in aes_core.c of OpenSSL 1.1.0f.
The source code is simplified for brevity, and only shows the
initial values of Td4 and the last round of AES_decrypt.

core as the AES program to bring Td0–Td3 into L1D, while thread

2 runs on another tile to keep the whole Td4 inside LLC. Bringing

the whole Td0–Td3 tables into the L1D is possible because the total

size of Td0–Td3 is 4KB and Intel Xeon Phi 7290 has 32KB per core

of L1D cache. Any future access to Td0–Td3 entries does not cause

any network traffic in the NoC and hence, Td4 access times can

be measured without any noise. We should note that Td4 table

contains 4 cache lines. Although all of them will be loaded in the

LLC of thread 2’s tile, the CHAs of those cache lines will likely

be spread apart - some of the CHA tiles will be near the victim’s

CHA

L2

Victim

CHA

L2

Attacker

CHA

L2

CHA

L2Td4 CHAs
  (Near)
 

All Td4 cachelines  

Near-Tile Far-Tile

Td4 CHAs
   (Far)
 

Figure 8: How the distance differences between access near-
tile and far-tile CHAs are exploited by the AES attack. The
attacker preloads all 4 Td4 cachelines in one core, so the LLC
hit latency is determined by the distance to the CHAs.
tile while others might be far apart as illustrated in Figure 8. Thus,

when the victim accesses Td4 table from the LLC of the attacker,

some cache lines will incur lower latency while others will incur

higher latency.

Timer thread will repeatedly check for any change in out and
out+4 (Figure 7). We cannot rely on the timing of the whole func-

tion because there might be different LLC accesses within the

AES_decrypt call which will add to the noise. As AES is a block

cipher that uses different rounds of computation on the same table,

timing the whole function complicates the secret extraction. How-

ever, by isolating the timing thread to only monitor the necessary

region of interest within the function, we increase the accuracy

of this attack as reflected in the results in §6. This technique can

later be used to improve other cache side-channel attacks too. This

is done through the out buffer provided as a parameter to the

AES_decrypt function to collect the decrypted text. This out buffer
is observable to the attacker. This helps the attacker to keep track

of when out has been modified. The attacker can then start a timer

(or start a counting loop).

The attacker stops the timer (or terminates the loop) when out+4
is modified. The time between observing these two modifications to

out entries will be directly proportional to the time for executing

the statements from Line 26 to 31 in Figure 7. In other words, this

is the time for four accesses to the Td4 table (say, 𝑇26−31). This
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method of measuring the Td4 accesses derives from the SharedAr-

rayBuffer method proposed in [62]. We can use PREFETCHW timer

to monitor memory addresses without any write-access as shown

in [28]. Results regarding using PREFETCHW timer implementa-

tion is given in §6.3.1. Due to the overlapping of memory loads

between lines 26 and 31, the time 𝑇26−31 will be lower if the CHAs
used in Td4 accesses are all in near tiles or in L1D (let us call this

scenario LOW) and higher if one or more accesses are to the CHAs

in a far tile (let us call it HIGH). The attacker can use some simple

threshold to determine whether 𝑇26−31 can be classified as LOW or

HIGH.
Figure 6 shows the flow of our end-to-end attack. In Step 1, an

attacker randomly generates 𝑁 ciphertext and key pairs (𝐶𝑎 and

𝐾𝑎) in the Attacker thread (𝑁 = 10𝑀 in our experiments). The

attacker then uses AES Decryption to get plaintext for each round

in Step 2. Timer thread measures the latency 𝑇26−31 during each

decryption. The attacker classifies the latency with labels LOW or

HIGH. The latency numbers and their labels are used to train an

AdaBoost model. The model in essence is a more robust version

of the threshold-based classification method that the attacker has

already used.

The victim SSH Client is now allowed to use the AES engine to

decrypt ciphertext 𝐶𝑣 with its own secret key 𝐾𝑣 (Step 4). Timer

thread monitors these decryptions and measures the latency in

Step 5. In Step 6 this latency is predicted to be either LOW or HIGH
using the model trained in Step 3. If the latency is classified as

LOW, then the attacker can XOR the plaintext with Td4 values

associated with the LOW label to determine a set of possible values

for 𝐾𝑣 (more specifically, bytes 8-11 of 𝐾𝑣 ). The attacker repeats

Step 4 - 7 multiple times and extracts possible values of 𝐾𝑣 each

time. The attacker uses a majority voting among the possible 𝐾𝑣
values after 𝑇 trials. Figure 15 shows the accuracy for extracting

keys after different number of trails. Our experiments indicate that

after 𝑇 = 4000 trials, the attacker can extract 4 bytes of 𝐾𝑣 with

100% accuracy.
1

We have tested our code to work with OpenSSL 1.1.0f imple-

mentation of AES algorithm. AES introduced constant time code

path without using T-table implementations to defend from pre-

viously known timing side-channel attacks [6]. However, because

of extremely high performance overhead, the default behavior has

been set to use T-table based implementation in recent (>3.0.0) ver-

sions [56]. So, even recent versions of software based AES with

no-asm no-hw is vulnerable to this type of attack.

5.3 Generalizability of Attack
We explain the generalizability of the attack in terms of both hard-

ware and software targets.

5.3.1 Vulnerable Hardware Platforms. Our attack requires a mesh-

based NoC for the LLC where the LLC hit latencies are significantly

different. We ran all of our experiments in Intel Xeon Phi 7290. To

show generalizability, we also experimented on another platform,

Intel 10700k CPU from Intel Comet Lake processor family which

uses mesh interconnect [17]. This processor has 8 core count with

2 threads on each core. Figure 9 shows the results. It shows that the

1
Our POC code is here - https://anonymous.4open.science/r/NUCA-side-channel-

6C9D

LLC hit latency to same address is uniquely different from different

cores. This implies that similar vulnerabilities may exist in other

mesh NoC-based platforms. However, we did not run end-to-end

attacks on any other machine.
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Figure 9: LLCHit Latency for the same address from different
CPU cores in Intel 10700k. Black error bars indicate 95% con-
fidence interval over 10,000 trials after filtering out possible
LLC misses. Requster is at CPU ID 0.

5.3.2 Vulnerable Software Targets. Our attack depends on two

things: a) A data structure (buffer) that spans across multiple cache-

lines, and b) Secret dependent accesses to those cachelines. Due to

CPU interleaving, different entries of these large data structures

are allocated to different LLC slices and that’s why we have se-

cret dependent different latencies which can be used as a source

to leak those secrets. Based on these two properties, we have ex-

plored the OpenSSL implementation of some popular cryptography

algorithms from [4] and found many algorithms have these two

properties and hence would be vulnerable to similar attack scenar-

ios. Camellia [50] and ARIA [44] have a similar S-box structure

that expands to multiple cachelines as shown in Figure 10, Another

variable key length cryptographic algorithm Blowfish [61] has a

similar data structure which spans multiple adjacent cachelines.

These algorithms can potentially be vulnerable to the same attack.

6 EXPERIMENT
In this section we first describe the experiment results from Gem5

simulation. Then we will show the experiment results for covert-

channel using the timing difference between farthest and nearest

CHAs. Finally we will explain the results we have obtained using In-

tel Xeon Phi 7290 to implement the attack on a real machine.

6.1 Results from Gem5 simulation
6.1.1 Simulated Attack Latency Distribution. In Figure 11 we can

that the latency distribution for LLC hits from the farthest and the

nearest nodes. Timing distribution is clearly separable for LLC hit

at the Near and the Far node. This clearly shows that the possibility

of this side-channel to extract secrets.

With a specific set of machine where we can replicate similar

behavior, we can easily extract the secrets by making sure that

either the nearest or the farthest node is hit at LLC during the cache

access.

6.2 Covert-channel Experiments
In this section, we show the results that we have obtained by setting

the attacker and victim thread in the same process. In a covert
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1 static const uint32_t S1[256] = {

2 0x00636363 , 0x007c7c7c , 0x00777777 , 0x007b7b7b ,

3 ...

4 };

5

6 static void sl1(ARIA_u128 *o, const ARIA_u128 *x, const ARIA_u128

*y)

7 {

8 unsigned int i;

9 for (i = 0; i < ARIA_BLOCK_SIZE; i += 4) {

10 o->c[i ] = sb1[x->c[i ] ^ y->c[i ]];

11 o->c[i + 1] = sb2[x->c[i + 1] ^ y->c[i + 1]];

12 o->c[i + 2] = sb3[x->c[i + 2] ^ y->c[i + 2]];

13 o->c[i + 3] = sb4[x->c[i + 3] ^ y->c[i + 3]];

14 }

15 }

Figure 10: The code implementation of ARIA in openssl 1.1.0f
shows similar data structure S1 that spansmultiple cacheline
as well as function sl1 that accesses one of those entries
depending on the secret
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Figure 11: Simulated Attack Latency Distribution in Gem5.
In this case we can clearly observe the latency difference due
to the physical distance of nodes requesting the data from
the source of the data
channel setup, the attacker and victim are trying to communicate

covertly. This gives us the opportunity to have synchronization

between attacker and victim process.

6.2.1 Bandwidth & Error Rate. Running a similar proof of concept

code with all the optimizations and steps mentioned in Section 5 we

get an accuracy of 99.98% on extracting secrets after 100,000 trials.

In these trials, the channel could reach a bandwidth of 205KBPS

while maintaining an Error Rate of less than 0.02%.

Figure 12 shows the Bandwidth and Error Rate of the covert

channel implementation with varying size of payload. The shaded

area shows 95% confidence interval.

6.3 Side-channel Results
6.3.1 PREFETCHW Timer. In this section, we discuss the possibil-

ity of using PREFETCHW for observing any change in the data

following the examples of Adversarial Prefetch [28]. We used a

spy thread to continuously execute PREFETCHW on a read-only

memory address. When the victim thread who has write-access

to that data, writes new data on that address, PREFETCHW takes

much longer time >150 cycles to complete compared to <100 cycle

time as observed in this experiment. The result latency distribution

is shown in Figure 13 We can use this prefetch timer to identify

whether out shared variable was modified by the victim or not
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Figure 12: Bandwidth & Error Rate of covert channel with
varying payload size
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Figure 13: Hit or Miss latency distribution using
PREFETCHW instructions. PREFETCHW takes much
longer time to complete if a remote LLC modifies the data
due to invalidations. To monitor a shared variable, we can
utilize this difference.

assuming that the attacker do not have write-access to the out
variable.

6.3.2 Accuracy of ML Classifier. In our proof-of-concept (POC)

code, we take multiple samples of𝑇24−28 from decrypting a specific

16-byte plaintext and use majority voting (using AdaBoost Clas-

sifier [29]) to determine if one or more accesses fall to a far tile.

Figure 14 shows that with AdaBoost Classifier, we can determine

accesses to a far tile with 100% accuracy by using 40 or more sam-

ples. If one or more accesses happen to a far tile, we determine the

potential lower 4 bytes of the key by XOR’ing. We keep doing this

using random plaintexts and eventually, extract the lower 4 bytes

of the key using a simple majority for each byte.

6.3.3 Key Extraction Accuracy. Figure 15 shows the accuracy for

extracting keys with varying number of trails. Our experiments

indicate that after 𝑇 = 4000 trials, the attacker can extract 4 bytes

of 𝐾𝑣 with 100% accuracy.

7 POSSIBLE DEFENSE
In this section, we discuss about the possible defense mechanism

against NUCA distance-based side-channel attacks. First, we need
to identify the root cause of the attack and then we can add compo-

nents/techniques to disable it. However, in the case of this attack,
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Figure 14: Accuracy of determining if one or more accesses
fall to the far tile. We reach 100% accuracy by takingmajority
voting of 40 samples or more.
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Figure 15: Key extraction accuracy with repeated decryption
trials. We can extract 4 bytes of any random key with 100%
accuracy by using only ≃ 4000 trials.
the source of the side-channel is because we have differences in

the physical location of different CHAs representing different parts

of the address space. In case of on-chip mesh networks, we have

to take this physical distance into account while traveling hop by

hop from the source node to the destination. With larger on chip

networks like Intel Xeon Phi 7290 the number of hops to reach the

farthest node only increases compared to the nearest nodes.

To have an architectural defense from this type of side-channel

attack, we need to make sure that all the nodes are reachable within

the same amount of time. This can be done in many network config-

urations like a Ring-based network where with some modification

we can guarantee all the nodes can be reached within the same

amount of time. Or, we can artificially add delays to the shorter path

communication so that the attacker cannot infer the difference from

timing the near and far node communications. In this way, all the

nodes, regardless of their distance from the source, will send their

response in the worst-case scenario. This will also harshly impact

the performance. Our experiment results using the Booksim [37]

simulator shows that in the 8× 8 configuration, we have the packet

network latency getting saturated at >100 cycles at an injection

rate of 0.1. The experiment results can be seen here in Figure 16.

As we can observe from the Figure 16 at a higher injection rate,

the network gets saturated. So at this latency (>100 cycles), the

latency observed by the attacker would not be correlated with the

distance from the attacker node but rather be compounded by the

saturated network. Following this, we can design a defense mech-

anism that can work against NUCA distance-based side-channel

attacks.
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Figure 16: 8x8 on chip network simulated in BookSim [37]
with uniform random traffic. The graph shows packet net-
work latency with varying injection rate until the network
gets saturated.

8 CONCLUSION
We have shown a novel NUCA distance-based side-channel attack

in a simulated as well as a real machine. We demonstrated how to

use this attack to break AES cryptographic algorithm in a Intel Xeon

Phi 7290 machine. We used a combination of microarchitectural

techniques with machine learning to overcome major challenges

like identifying overlapping access while measuring access laten-

cies of only region of interest of a victim function. With Gem5

simulator [9] we have shown the principle of this attack on the

presence of other background application. We have also shown

how a covert channel can be created using the same principles of

non uniform distance between LLC banks. Our covert channel can

transmit information at a rate of 205KB/s with a very low error rate

of 0.02%. Finally, using the restricted environment in a side-channel

setting, we could extract 4 bytes of the AES key with only 4,000 de-

cryption trials. We leave the future works for extracting rest of the

secret key by extending this or by using some other side-channel

attacks.
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